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Key Elements in Neural Network
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• Activation Function


• Softmax Function


• Mathematical Expression for Network Function


• Learning Rate


• Gradient Descent


• Momentum


• Maxout


• Dropout




Single Neuron
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Activation Function
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Various Activation Function
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ReLU

• Rectifier Linear Unit

a=max(0, z)



ReLU



Output Layer

• Softmax Layer



Activation Functions

l
i

ll
i

ll
i

l
i bawawz ++= -- !122

1
11



Relations between Layer Outputs



Relations between Layer Outputs



Relations between Layer Outputs



Relations between Layer Outputs



Functions of Neural Network



Uniform Expression



Good Function = Loss as Small as Possible



Loss Functions

• Square Error: 


• Cross-entropy



Best Functions = best Parameters



How to Determine Parameters



Gradient Descent



Gradient Descent
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Gradient Descent



Gradient Descent

Randomly pick up a start point



Gradient Descent



Local Minima



Local Minima

Different initial points reach different local minima!



Local Minima

If learning rate is too large, total loss may not decrease 



Learning Rate

If learning rate is too small, training would be too slow! 



Learning Rate

• At  the beginning, we can set a large learning rate


• After several epochs, we reduce the learning rate


• Giving different parameters different learning rate



Momentum

How about put this phenomenon in gradient descent 



Momentum



Dropout

Training:

Each neuron has p% to dropout in each epoch!



Maxout



In Practice


